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ABSTRACT—Theoretical models of text processing, such as the

construction-integration framework, pose fundamental ques-

tions about causal inference making that are not easily ad-

dressed by behavioral studies. In particular, a common result is

that causal relatedness has a different effect on text reading

times than on memory for the text: Whereas reading times in-

crease linearly as causal relatedness decreases, memory for the

text is best for events that are related by a moderate degree of

causal relatedness and is poorer for events with low and high

relatedness. Our functional magnetic resonance imaging study

of the processing of two-sentence passages that varied in their

degree of causal relatedness suggests that the inference process

can be analyzed into two components, generation and integra-

tion, that are subserved by two large-scale cortical networks (a

reasoning system in dorsolateral prefrontal cortex and the

right-hemisphere language areas). These two cortical networks,

which are distinguishable from the classical left-hemisphere

language areas, approximately correspond to the two functional

relations observed in the behavioral results.

In order to fully understand a narrative text, readers must be able to

mentally link together successive events to form a coherent represen-

tation of the story. Often, the events in the story are not explicitly

related to each other, and the reader must connect them by generating

and integrating inferences. Through the history of discourse-process-

ing research, cognitive psychologists have struggled with the ques-

tions of under what circumstances and how such connecting causal

inferences are generated. With the advent of functional magnetic

resonance imaging (fMRI) techniques, it is now possible to integrate

cognitive behavioral findings with brain-imaging research to inform

answers to these questions by investigating the neural bases of the

component processes involved in the generation and integration of

inferences.

The inference process requires that a reader first generate a pos-

sible inference and then attempt to integrate it into the internal re-

presentation of the text. The construction-integration (CI) model of

text comprehension (Kintsch, 1988) is consistent with this general

description of inferencing. According to the CI model, an initial

process in which the reader will liberally generate many possible

inferences is followed by a second process of integrating those in-

ferences that have a high degree of connection with the text base into

the representation of the text. A successful integration of an inference

will then result in a text representation that involves both the specific

propositions contained in the text and those inferred propositions that

were generated by the reader to connect information in the text.

Although various types of inferences have been studied and cate-

gorized (e.g., Singer, 1994; van den Broek, 1994), our study focused

on causal inferences. Keenan, Baillet, and Brown (1984) and Myers,

Shinjo, and Duffy (1987) investigated the relationship between

memory for text and the degree of causal relatedness between the

sentences within the text. They created sentence pairs that varied

across four levels of intersentence causal relatedness. An ‘‘outcome’’

sentence, such as The next day his body was covered with bruises, was

preceded by one of four different types of sentences describing

antecedent conditions:

highly related: Joey’s big brother punched him again and

again.

moderately related 1: Racing down the hill, Joey fell off his bike.

moderately related 2: Joey’s crazy mother became furiously angry

with him.

distantly related: Joey went to a neighbor’s house to play.

Myers et al. (1987) and Keenan et al. (1984) found that reading

times increased as the relatedness of the sentences decreased.

Somewhat counterintuitively, memory for the two-sentence passages

(measured by various recall and recognition tests) followed an in-

verted-U-shaped function: The moderately related sentences were

recalled (and recognized) better than the highly related or distantly

related pairs. This is counterintuitive because the pattern is not a

monotonic function of either reading time or causal relatedness.
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Myers et al. (1987) and Myers and Duffy (1990) suggested that the

increased recall for the intermediate causally related sentences was a

result of the readers having generated a causal link between the two

sentences. The generation of a causal link is presumed to produce a

larger and perhaps richer interconnected network of nodes in the

reader’s text-base representation, as shown in Figure 1. This larger,

richer network can provide additional retrieval cues for recall, thus

resulting in higher recall.

We hypothesized that the reading of the moderately related sen-

tence pairs was accompanied by both the generation and the in-

tegration of causal inferences. In the highly related sentences, this

inferencing process was unnecessary, resulting in faster reading times

and more sparse text representations. In contrast, the distantly related

sentences had slower reading times, presumably as a result of a liberal

generation of possible inferences to connect them, but lower recall, as

a result of lack of success in integrating any inference.

Using functional brain imaging, we attempted to find specific areas

in the brain that respond differently to the two component processes of

inference making in discourse comprehension. Studies have shown

that fMRI is an excellent measure of the intensity of cognitive pro-

cessing, specifically during reading (Just, Carpenter, Keller, Eddy, &

Thulborn, 1996); this is true even when additional processing is not

accompanied by an increase in reading times (Mason, Just, Keller, &

Carpenter, in press). Consider the component process of generating

possible inferences. If the linear increase in reading times with in-

creasing causal distance is due to the generation of possible in-

ferences, then there may exist a set of brain areas that shows a similar

linear increase in brain activation. Similarly, if the inverted-U-shaped

function relating recall to degree of causal relatedness is due to in-

tegration processes, there may exist a set of cortical areas involved in

inference integration that shows a similar inverted-U function. Finally,

it is quite likely that a set of brain areas involved with the basic levels

of sentence processing (e.g., lexical access, syntactic parsing) will

show equivalent activation across the levels of causal relatedness.

It has been proposed that the right-hemisphere homologues of the

left-hemisphere language areas (superior, middle, and inferior tem-

poral gyri; inferior frontal gyrus, including pars opercularis and pars

triangularis; and the inferior parietal area) are extensively utilized in

discourse processing, particularly inference generation (for an ex-

tensive review, see Beeman, 1998). Evidence for the role of the right

hemisphere in discourse processing has come from two lines of re-

search. The first is neuropsychological investigations of patients with

lesions who have trouble with aspects of discourse processing. Pa-

tients with lesions to the right hemisphere generally have trouble

drawing inferences in order to integrate sentences and maintain co-

herence (Beeman, 1993; Brownell, Potter, Bihrle, & Gardner, 1986);

they do not mistakenly recall inferences, presumably because they

never generated them (Grafman, Salazar, Vance, Weingartner, &

Amin, 1987); and they make elaborative inferences more easily than

bridging inferences (Tompkins & Mateer, 1985). The second research

area that has provided evidence for the right hemisphere’s involve-

ment in discourse processing is experimental studies in which critical

words from a text are presented separately to one of the two visual

hemifields under the assumption that they will be processed first by

the contralateral hemisphere. Beeman et al. (1994) have shown that

when probes are inference related, they are primed in the left visual

field (right hemisphere) immediately, and subsequently are primed in

both the left visual field (right hemisphere) and the right visual field

(left hemisphere).

Additionally, there is a small set of brain-imaging studies that is

beginning to illuminate brain function in discourse processing. Sev-

eral positron emission tomography (PET) studies have examined

discourse processing at a broad level; by comparing the comprehen-

sion of stories with the comprehension of unrelated sentences,

Fletcher et al. (1995) and Mazoyer et al. (1993) were able to attribute

activation in the left frontal gyrus to story processing. Bilateral inferior

frontal and bilateral middle temporal gyri were activated when a moral

judgment was required after reading a set of Aesop’s fables (Nichelli

et al., 1995). St. George, Kutas, Martinez, and Sereno (1999), using

fMRI, found greater right-hemisphere activation when the stories were

not preceded by a title than when they were, but Maguire, Frith, and

Morris (1999) did not find an increase in right-hemisphere activation

in a similar task. Bottini et al. (1994) found several areas of right-

hemisphere activation during the processing of figurative language.

Fig. 1. Possible representation of the reader’s internal network corresponding to
each of the three types of causally related sentence pairs (reprinted from Myers &
Duffy, 1990, with permission).
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Finally, two recent fMRI studies examined cortical activation across

multiple sentences that varied in their coherence. Robertson et al.

(2000) found greater right-hemisphere activation for lists of sentences

that used definite articles rather than indefinite articles to anaphori-

cally relate the nouns in a text. Ferstl and von Cramon (2001) com-

pared sentences that were either coherent or incoherent, as well as

cohesive or incohesive. The coherence manipulation was similar to the

contrast between stories and unrelated sentences in Mazoyer et al. and

Fletcher et al.; similar areas were activated. The cohesiveness ma-

nipulation involved adding lexical connectives to the pairs of sen-

tences to make them easier to understand as a single unit; unlike St.

George et al. and Robertson et al., Ferstl and von Cramon did not find

any additional right-hemisphere activation. In general, there are some

indications that the right hemisphere is involved in discourse com-

prehension, but the results from imaging have been inconsistent, and

thus the mapping of cognitive processes onto the right hemisphere is

not well defined.

Our aim in this experiment was to investigate the large-scale cor-

tical networks underlying various component processes of inference

making. We expected that two-sentence passages that varied in their

level of causal relatedness would yield differential orderings of brain

activation across the conditions, thereby indicating which areas are

involved in three facets of discourse comprehension: generation of

inferences, integration of inferences, and basic sentence processing.

METHOD

Participants

The participants were 13 right-handed paid volunteer students (6

females). Each participant gave signed informed consent (approved by

the University of Pittsburgh and the Carnegie Mellon Institutional

Review Boards). Participants were familiarized with the scanner, the

fMRI procedure, and the sentence comprehension task before the

study started.

Materials and Procedure

The stimulus items were pairs of sentences, taken from Myers et al.

(1987), that varied in their degree of causal relatedness. In order to

reduce the amount of time that participants spent in the scanner, we

used only one of the two moderately related conditions in the current

study, resulting in a total of three levels of causal relatedness: high,

moderate, and distant. (The relatively small differences between the

two moderately related conditions in the studies by Keenan et al.,

1984, and Myers et al., 1987, provide an additional justification for

collapsing the two moderately related conditions.) Participants read a

total of 40 two-sentence passages, 10 passages in each of the three

conditions and an additional 10 filler passages. The order of the

passages was the same for all participants, with the experimental

condition varying according to a Latin square design.

Four 30-s fixation epochs, consisting of an X at the center of the

screen, provided a baseline activation measure. They were presented

at the beginning, end, and approximate trisections of the study. In

addition, the remaining interpassage intervals were filled with 12-s

rest periods, also consisting of a centered X, to allow the hemody-

namic response to approach baseline between test epochs.

In each trial, the first sentence of a sentence pair was presented for

5 s, and then was replaced by the second sentence for 5 s. An X then

appeared on the screen for the rest period. The passage presentation

and the 12-s rest that followed constituted 22 s of data acquisition. The

filler items followed the same procedure as the experimental items with

the exception that comprehension probes followed the filler items, to

encourage participants to fully process the two sentences as a text. At

the end of the presentation of the second sentence in each filler item, a

yes/no comprehension probe was presented, with up to 5 s allocated for

response. Comprehension probes were not presented in the experi-

mental trials so as not to contaminate the hemodynamic response with

the processing associated with reading and answering a probe question.

Scanning Procedures

A 16-slice oblique axial prescription (approximately 101 angle rel-

ative to a straight axial) was set. This prescription covered the inferior,

middle, and superior portions of the temporal lobe (including Wer-

nicke’s area); the inferior parietal lobe; and the inferior frontal gyrus

(including Broca’s area). The temporal pole and the medial orbital

frontal regions, which are highly susceptible to artifact, were not in-

cluded in our slice prescription. Figure 2 shows the location of the

slices for one of the participants. The onset of each sentence was

synchronized with the beginning of the acquisition of the most su-

perior slice.

Cerebral activation was measured using blood-oxygenation-level-

dependent (BOLD) contrast (Kwong, 1992; Ogawa, Lee, Kay, & Tank,

1990). Images were acquired on a 3.0-T scanner at the MR Research

Center at the University of Pittsburgh Medical Center using a spiral

pulse sequence in which slices were not interleaved. The acquisition

parameters for the spiral scan pulse sequence with 16 oblique axial

slices were as follows: TR5 1 s, TE5 18ms, flip angle5 701, acqui-

sition matrix5 64 � 64, slice thickness5 3.2mm, gap5 1mm, RF

head coil. The structural images with which the functionals were

co-registered were 124-slice axial T1-weighted 3D SPGR volume

scans that were acquired in the same session for each participant with

TR5 25ms, TE5 4ms, flip angle5 401, and field of view5 24 cm;

the matrix size was 256 � 192.

Fig. 2. The slice prescription for a typical participant.
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Data Analysis

To compare the amount of activation in a given area across experi-

mental conditions, we drew anatomically defined regions of interest

(ROIs) for each participant using the parcelation scheme described by

Rademacher, Galaburda, Kennedy, Filipek, and Caviness (1992) and

further refined by Caviness, Meyer, Makris, and Kennedy (1996). In

order to examine how the degree of causal relatedness affected the

volume of the activation in each of these regions, it was important to

use an a priori, independent method of defining the ROIs. The ROIs in

the functional images, as shown schematically in Figure 3, were de-

fined for each participant with respect to co-registered structural

images.1

The image preprocessing corrected for in-plane head motion and

signal drift using procedures and software developed by Eddy, Fitz-

gerald, Genovese, Mockus, and Noll (1996). Data sets with large

amounts of in-plane or out-of-plane motion were discarded without

further analysis. The voxels of interest within the ROIs were identified

by computing separate voxel-wise t statistics (using a high threshold of

t � 6.0 to account for multiple comparisons) that compared the ac-

tivation for the baseline fixation condition and the experimental

conditions for all voxels within the ROIs (for a discussion of issues

concerning baseline selection, see Binder et al., 1999, and Newman,

Twieg, & Carpenter, 2001).

The main focus of the data analysis was on three groupings of ROIs:

the left-hemisphere language areas, the right-hemisphere language

areas, and the dorsolateral prefrontal cortex (DLPFC):

left-hemisphere language areas: inferior frontal gyrus (pars oper-

cularis and pars triangularis)

inferior temporal gyrus

middle temporal gyrus

superior temporal gyrus

inferior parietal area (angular gyrus)

right-hemisphere language areas: inferior frontal gyrus (pars

opercularis and pars triangularis)

inferior temporal gyrus

middle temporal gyrus

superior temporal gyrus

inferior parietal area (angular

gyrus)

DLPFC: left DLPFC

right DLPFC

RESULTS

As predicted, the three groups of ROIs were affected differently by the

degree of causal relatedness. Activation in the right-hemisphere

language areas showed the same inverted-U-shaped function as the

recall results from Keenan et al. (1984) and Myers et al. (1987), with

the activation being the highest for the moderately related sentences.

This pattern of results can be seen in Figure 4. Moreover, the acti-

vation for the moderately related sentences was as high in the right

hemisphere as in the left hemisphere, which is unusual in a sentence

reading comprehension task (e.g., Just et al., 1996; Mason et al., in

press). As expected, activation in the left-hemisphere language areas

did not differ reliably across levels of causal relatedness. However,

activation in DLPFC showed a nonsignificant trend toward increasing

linearly as the level of relatedness decreased.

In the right-hemisphere language areas, the number of activated

voxels was greatest in the moderately related condition, but in the left-

hemisphere language areas, the activation did not vary as a function of

the experimental manipulation; this hemisphere-by-causal-related-

ness interaction was significant, F(2, 24) 5 3.70, MSE 5 2.333, po
.05. Planned comparisons showed that the number of activated voxels

was greater in the left hemisphere than the right for the combination

of the highly related and distantly related conditions; this effect

was significant, F(1, 12) 5 6.08, MSE 5 20.268, p o .05. Only for

the moderately related condition were the right-hemisphere language

areas as active as the left-hemisphere language areas.

To show that the laterality effects do not apply to all of the activated

cortical areas, we compared the activation across the hemispheres in

the DLPFC. This region was important for the task and even showed a

trend toward a linear increase across conditions; activation in the area

increased as the sentences became more distantly related, although this

trend did not reach significance. In contrast to the language areas,

DLPFC did not show differential activation across the two hemispheres.

For completeness, the average number of activated voxels within

each ROI is presented in Figure 5. The pattern of activation for the

right-hemisphere areas was fairly stable across all of the individual

anatomical ROIs, with the exception of pars opercularis, which was

relatively inactive. Although the linear increase for DLPFC was not

significant, the trend was consistent with the order of the means for

both hemispheres. Finally, the three inference conditions had no

systematic impact on the left-hemisphere ROIs.

Fig. 3. The anatomical areas included in the regions of interest: inferior
frontal (pars opercularis and pars triangularis; black dots), medial and
superior temporal (thin diagonal lines), inferior temporal (thick diagonal
lines), inferior parietal (vertical lines), and dorsolateral prefrontal cor-
tex (horizontal lines).

1The interrater reliability of this ROI-defining procedure was evaluated for
four ROIs in 2 participants in another study in this laboratory. The reliability
measure was obtained by dividing the size of the set of voxels that overlapped
between two raters by the mean of their two set sizes. The resulting eight re-
liability measures were in the range from 78 to 91%, with a mean of 84%, as
high as the reliability reported by the developers of the parcelation scheme.
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Fig. 4. The average number of activated voxels for the three experimental conditions averaged across the
regions of interest within each of the three critical networks, the left-hemisphere (LH) language areas,
right-hemisphere (RH) language areas, and dorsolateral prefrontal cortex (DLPFC).

Fig. 5. The average number of activated voxels for the three experimental conditions for the left-hemi-
sphere (L) language-network regions of interest (ROIs), right-hemisphere (R) language-network ROIs,
and bilateral dorsolateral prefrontal cortex (DLPFC). T5middle and superior temporal; IT5 inferior
temporal; OPER5 opercularis; TRIA5 triangularis; IPL5 inferior parietal lobe.
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DISCUSSION

These results are consistent with the hypothesized two-stage process

of inferencing. The right-hemisphere language areas may be involved

in the integration of inferences once those inferences have been

generated with DLPFC involvement. The pattern of cortical activation

across the two hemispheres enables us to make a distinction between

the generation and integration components of inference processing.

The right-hemisphere results mirror the memory performance of par-

ticipants in the Myers et al. study (1987); thus, the difference in

processing due to causal relatedness may be attributed to an in-

tegration of inferences that clearly involves the right hemisphere.

Conversely, the lack of an effect in the left hemisphere can be at-

tributed to the construction of the text-base representation of propo-

sitions from the text, which would not have varied across conditions.

The nonsignificant trend in the DLPFC was for activation to in-

crease linearly across levels of causal relatedness. As the relatedness

of the sentences decreased, the attempts at generating possible in-

ferences increased, particularly in the distant condition, in which it

was difficult to find an inference that could be successfully integrated

into the text representation. Thus, the activation pattern in DLPFC is

consistent with the generation component of inferencing. This gen-

eration process may be automatic, proceed in parallel, and operate on

easily available information. The pattern of the activation in the

DLPFC was similar to the pattern of reading times reported by Keenan

et al. (1984) and Myers et al. (1987). It could be that the increase in

reading time across the conditions is attributable to the increase in the

need to generate an inference. That the longest reading times occurred

for the most distantly related sentences could be due to the need to

continually generate additional possible inferences as a result of the

failure to successfully integrate any one inference.

The inverted-U-shaped function of activation that was found in the

right-hemisphere language areas is consistent with the integration

component of successful inferencing. According to Myers et al.

(1987), the moderately related sentence pairs are remembered better

than the other pairs because of the successful integration of a causal

inference linking the two sentences. This reasoning led us to hy-

pothesize that the brain activation in some cortical network should

correspond to the integration of an inference into the internal rep-

resentation of the text. The pattern of activation for the right-hemi-

sphere language areas resembles the pattern of recognition and recall

results reported by Keenan et al. (1984) and Myers et al. (1987). As a

result of this integration process, the right-hemisphere activation in

the moderately related condition was comparable in volume to the

activation in the left hemisphere. In contrast, the integration of in-

ferences did not occur in the distantly related and the highly related

conditions, and hence the activation in the right-hemisphere language

areas was equal for those two conditions and was lower in these

conditions than in the moderately related condition.

Although previous brain-imaging results have shown that the

right-hemisphere homologues of the left-hemisphere language areas

can be differentially affected by an experimental manipulation in a

language task (Just et al., 1996), to our knowledge, this is one of the

few imaging studies that has shown activation in the right-hemisphere

homologues that is equal to the activation in the left-hemisphere

areas in a ‘‘pure’’ language task (i.e., one that does not involve ma-

nipulations of spatial information). Previously, additional right frontal

activation was observed for reading sentences that contained definite

as opposed to indefinite articles (Robertson et al., 2000). The addi-

tional activation was believed to be a result of mapping a re-

presentation of current information onto previous information. This

mapping process may be analogous to the integration process de-

scribed here. The new results converge with those of Robertson et al.

Right-hemisphere involvement was demonstrated in both studies. In

the current study, equal activation was found in the right and left

hemispheres in the moderately related condition, as compared with a

fixation baseline; in contrast, their results showed the right hemi-

sphere was more active than the left hemisphere, but without a sig-

nificant increase from baseline.2 These results are also consistent with

Ferstl and von Cramon’s (2001) lack of differential right-hemisphere

activation if we assume that their cohesive and incohesive conditions

are similar to our highly related condition and distantly related con-

dition, respectively, in which the right-hemisphere activation was less

than the left-hemisphere activation.

The activation in the left hemisphere is consistent with the ex-

pectation that basic language processing (e.g., lexical access, syn-

tactic parsing) would not be affected by the experimental mani-

pulation. Considering that the task involved sentence reading, we

expected to find activation in the left-hemisphere language areas.

Furthermore, because the experimental manipulation was at the dis-

course level, we expected that brain areas that are primarily utilized

in lower levels of sentence processing would be active, but that their

activation would not necessarily vary as a function of the experimental

manipulation. The theories of Beeman (1998) and the data obtained

from patients who have damage to their right hemisphere (e.g., Bee-

man, 1993; Brownell et al., 1986; Grafman et al., 1987) led to the

hypothesis that the left hemisphere would not be affected by the ex-

perimental manipulation, and this is what we found.

In summary, the results show how different parts of the brain may be

differentially involved in the component processes of making in-

ferences during the reading of narrative text. The relevant parts of the

brain appear to be dynamically recruited as their involvement in text

comprehension becomes needed. Bilateral DLPFC is involved

whenever the generation of an inference is necessary to maintain

coherence in the text. If an inference is successfully generated, the

right-hemisphere language areas play an active role in integrating that

inference into the reader’s internal representation of the text.
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